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ABSTRACT 
The issue of multiuser interaction with a single device is 
addressed in a typical situation of educational 
entertainment: the visit to a museum. To allow for these 
multiuser interactions, the museum is equipped with 
stationary systems, so called Virtual Windows, which are 
distributed throughout the museum. While each visitor may 
rent a mobile information system, based on a personal 
digital assistant, the number of stationary systems is 
significantly lower than the number of visitors in the 
museum. Hence, to maximize the benefit of the visitors, it 
is necessary to allow several users to interact with a Virtual 
Window at the same time. Since these multiuser 
interactions are uncommon to most users, a virtual 
character is used to support the users in their interactions.  
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INTRODUCTION 
Intelligent computing environments, like for example a 
museum which is well equipped with all kinds of modern 
technology, pose new challenges on the design of 
computer-user interfaces. In such environments, the 
classical input devices like mouse and keyboard will loose 
importance. In contrast, more human like communication 
methods will play the key role. Personal devices will help 
to provide the users with personalized information based 
on their special interests. Despite this, large screens, that 
may have to be shared with other users, will still be used to 
display huge amounts of text and graphics.  
We present some novel developments in the ongoing 
PEACH [16] project, dedicated to the exploitation of 
cultural heritage. In this project, some of the salient 
elements are the emphasis on multimodality in the dynamic 
presentation and the coherent and seamless transition 
between presentations running  on stationary and mobile 

devices. This article exploits the possibilities to combine 
both personal mobile devices and public stationary devices, 
to allow multiple users to benefit of a single stationary 
device at the same time. This combined use of mobile and 
stationary devices allows large groups of users to benefit of 
a single public device, without physically interacting with 
it (i.e. interacting at a distance, which is necessary to 
support large groups). The supported method, used to allow 
several users to interact with a single stationary device, is 
based on the idea of a remote voting system.  

PROJECT OVERVIEW 
The PEACH project has the objective of studying and 
experimenting with various advanced technologies that can 
enhance cultural heritage appreciation. The research 
activity focuses on two technology mainstreams, natural 
interactivity (encompassing natural language processing, 
perception, image understanding, intelligent systems etc.) 
and microsensory systems. Throughout the project, synergy 
and integration of different research sectors are 
emphasized. Two general areas of research are highlighted: 
(i) the study of techniques for individual-oriented 
information presentation and (ii) the study of techniques 
for multisensorial analysis and modeling of physical spaces 
to unobtrusively collect information about the visitors and 
the environment. 
The project focuses, as a case study, on a museum with 
beautiful frescoes (figure 2 shows two screenshots of a 
presentation run on a mobile device in that particular 
museum, for further detail, please see [9]). To underline the 
flexibility of our approach, another experimentation is 
being conducted in a world cultural heritage site dedicated 
to iron and steel industry.  

RELATED WORK 
The main goal within the PEACH project is to go one step 
further in the development of location-aware adaptive 
systems similar to the multimodal approaches presented in 
[14] and [15].  
The problem of adapting content for (cultural) information 
presentations in physical ”hypernavigation” was tackled in 
Hyperaudio and HIPS [1] [2]. It shares many features with 
the problem of producing adaptive and dynamic 
hypermedia for virtual museums (e.g. MPIRO, [4] or 
dynamic encyclopedias like PEBA-II, [5]). Relevant 

 
 
 



projects focusing on mobile information presentation for a 
cultural visit of a town are GUIDE [7] and DeepMap [8]. A 
fascinating work on wearable augmented reality systems 
that include localization, vision, graphics and caption 
overlay for a person moving in a cultural outdoor 
environment is described in [10]. In [20], a framework 
allowing users to access multimedia content on a large 
public display by using a mobile device, is proposed. 
However, this framework does not support multiuser 
access to a single public display. In contrast, in [21], a 
Single Display Groupware is described, supporting 
collaborative work between people that are physically close 
to each other. 
Several projects have aimed at developing concepts for 
combined interaction of large and small screen devices. 
Two examples are the PEBBLE project [12] that focuses 
on Computer Supported Collaborated Work with handhelds 
and a framework described in [13] for the distribution of 
media on different devices. However, none of those 
systems so far make use of a lifelike-character to 
transparently combine small and large screen devices. 

TECHNICAL SETUP 
In our scenario, each user carries a personal mobile device, 
while exploring the museum. We make use of infrared 
technology to locate the users (i.e. mobile devices) 
throughout the museum. Infrared beacons1 installed in the 
museum allow us to detect both position and orientation of 
each device. Figure 1 illustrates the infrared technology 
installation. 

 

 Figure 1.  Infrared beacon and overview on an 
exemplary infrared installation in a single room (red 
semicircles indicate beacon positions and ranges). 

While these mobile devices are basically used to present 
localized information, based on the actual 
position/orientation of the users, they are also used to build 
up user models, based on the movements and interactions 
                                                           
1 Provided by the Eyeled Company, http://www.eyeled.de  

the users perform during their visit. Based on the collected 
data, a central server is capable of choosing appropriate in 
depth information, to be presented later on, at a Virtual 
Window.  The communication between mobile devices, the 
Virtual Windows and the server is realized with standard 
wireless lan technology. 
To improve the computer-user interaction, we make use of 
so called lifelike-characters [17], which may be used on 
both stationary and mobile devices, and which are also 
capable of easily moving from one device to another. User 
evaluations [18] have shown that the introduction of a life-
like character makes presentations more enjoyable and 
attractive (something that we regard as very important to 
keep younger visitors engaged). As stated in [6], we 
believe, that the use of these characters may also help to 
guide the users attention when following presentations 
spanning several different devices.  
While exploring the museum site, the visitors are 
accompanied by a personal guide, embodied by one of our 
lifelike-characters. When approaching a Virtual Window, 
the guide will automatically suggest to make use of it. 
However, it might happen, that the Virtual Window is 
already being used by somebody else. Since the system is 
aware of the interests of the different users, it will 
automatically decide, whether it would make sense to have 
a group of users interact with the same Virtual Window.  

 

Figure 2. Screen shots from a running presentation on a 
PDA: the life-like character first presents a static 
graphic and then announces and starts the presentation 
of a video clip. 

In this paper, we give a solution to deal with this situation  
of a heterogeneous user group, interacting with a single 
Virtual Window, by introducing a voting system, allowing 
to maximize the benefit of all users of the system. In the 
following section, we give  a detailed description on how 
presentations are rendered on the Virtual Windows, and 
how the characters move from one device to another. Based 
on this technology, in the subsequent sections, we present 
our approach for multiuser-interactions with a single 
Virtual Window. 



PRESENTATIONS ON THE VIRTUAL WINDOWS AND 
TRANSITIONS BETWEEN DEVICES 
The Virtual Window is the primary medium to provide the 
visitors with in-depth information on interesting topics. It 
has enough resolution to allow the full use of graphics, 
animations and video-clips of all kinds. If visitors approach 
a Virtual Window, their personal presentation agent will 
transit to the Virtual Window, where it appears fully sized 
(see Figure 5). In order to detect the visitor’s relative 
distance to the Virtual Windows, each of them is equipped 
with two infrared beacons of different ranges. 
When visitors approach a Virtual Window for the first 
time, the presentation agent proactively informs them about 
the Virtual Window and how to make use of it.  

 

Figure 3. Key frames of the transition between the 
mobile device and the Virtual Window (the beam-
effect). 

If the visitors are close enough, the presentation agent 
starts to disappear from the mobile device and to reappear 
on the Virtual Window.  The transition from one device to 
another is underlined by sounds and an animation. The key 
frames of such an animation are shown in figure 3. This 
beam-effect is used to guide the visitor’s attention towards 
the Virtual Window, where they find the personal 
presentation agent continuing the presentation. Once the 
presentation agent is on the Virtual Window, the visitors 
can continue to coherently interact both with the agent and 
the presentation. In the current state of the implementation, 
this is held fairly simple, but future implementations may 
make more use of the capabilities of the Virtual Window, 
for example by providing a multimodal interface (see [11]).  
Generally, the presentation agent is playing a more active 
role while guiding the visitor through the presentation on a 

Virtual Window. Sophisticated gestures and animations 
thus lead to a much more lifelike appearance.  

 

Figure 4. A screenshot of a presentation rendered for 
two different users sharing a single virtual window 

Another functionality that we make use of is the possibility 
for the visitors to choose a different presentation agent 
before leaving the Virtual Window. Since each character 
represents a special interest group (e.g. in our scenario a 
neutral character and an art historian2, see figure 4), the 
newly chosen character changes the stereotype that is used 
to classify the visitors and hence influences the future 
presentations generated by the server. Finally, when 
leaving the Virtual Window, the presentation agent follows 
the visitors and after another transition automatically 
reappears on the mobile device.  

MULTIUSER PRESENTATIONS ON THE VIRTUAL 
WINDOW 
When using standard devices, like for example a 
touchscreen, to realize multiuser applications, the first 
problem is to find out, which user is performing which 
action. There are specialized devices, like for example the 
MERL3 Diamond Touch, which allows multiple users to 
interact with a single touchscreen. However, interacting 
with a touchscreen requires the users to stand directly in 
front of the screen, and hence they obscure part of the 
display for users standing behind them.  
In our scenario, we want to benefit of the fact, that each 
user has its own mobile device. These devices may not 
only be used to present localized information throughout 
the museum, but may also serve as a user-interface when 
interacting with the Virtual Windows. In [6], several 
different methods for a combined use of Personal Digital 
Assistants and large remote displays have been explored. 

                                                           
2 both characters, as well as the layout of the application 

were designed by Peter Rist, http://www.peterrist.de 
3 The Mitsubishi Electric Research Laboratory, 

http://merl.com 



Each Virtual Window is equipped with two infrared 
beacons, one with a range of about eight meters, the second 
one with a range of about twenty meters. When entering 
the area of the long range beacon, the character will either 
suggest to make use of the Virtual Window (if the Virtual 
Window is used by someone with overlapping interests, or 
if it is not used at all), or it will suggest to come back later. 
To support multiuser interactions, we adopt the metaphor 
of a remote control. Users interact with the Virtual 
Window by pressing on buttons that are displayed on their 
mobile device. Using wireless-lan technology, this 
interaction is communicated via a server to the Virtual 
Window. This server also selects the content to be 
presented at the Virtual Window, based on the user 
interaction history.  The user may choose different 

 

Figure 5. Content adaptation at the Virtual Window, 
based on the interests of a single user (upper part), and 
two simultaneous users (lower part)  

presentations, which are arranged in a list, sorted in order 
of highest interest. When another user approaches the 
Virtual Window, the presentation lists of all users in front 
of the Virtual Window are combined, to form a new list, 

which holds only items, which are of interest to all users. In 
case, this list should be empty, very general presentations 
are included in the list, which should be of interest to most 
visitors of the museum. As soon as the running 
presentation is finished, the newly generated list is shown 
on each mobile device and on the Virtual Window(see 
figure 5).  To encourage communication between users, the 
characters (now located on the Virtual Window, and thus 
visible to all users) aurally inform each other about the 
special interests of their users. The characters also present 
the topic list and ask the users to agree on a topic. 
At this point, each user chooses a presentation on the 
mobile device. After a first user has chosen a topic, a 
countdown is started on the Virtual Window. Each user 
may make a decision until the countdown is finished, or 
each user has made his/her choice. In case, all users choose 
the same presentation, it is simply rendered on the Virtual 
Window. Otherwise, the server will generate a 
presentation, which makes use of both mobile and 
stationary systems, to fit the different interests of this 
heterogeneous user group in front of the Virtual Window. 
In general, the mixed presentation modes combine a public 
and a private audio channel (i.e. speakers at the Virtual 
Window and earphones connected to the mobile device) as 
well as a public and private video channel. Since humans 
are capable of focusing on a single audio source in a noisy 
environment (the so called cocktail-party effect[19]), it is 
possible to generate presentations, which “override” certain 
parts of the public presentation with a private one, to be 
shown on the mobile device. In order not to confuse the 
users too much, we make use of the lifelike-character to 
guide the user’s attention. Whenever the focus is moved 
from the public to the private channel and vice versa, the 
character moves to the appropriate device. The different 
methods of generating presentations for heterogeneous user 
groups have been explored in another project and are 
explained in detail in [3]. When users leave the Virtual 
Window (during a presentation, or after a presentation has 
been finished), without moving their character back on 
their device, the character will reappear on the PDA, as 
soon as the PDA enters the range of another infrared 
beacon (which is the moment the system becomes aware of 
the fact, that the user is no longer located in front of the 
Virtual Window), not corresponding to the Virtual 
Window.   

CONCLUSIONS 
In this paper, we have discussed a new way to support 
multiuser interactions with a single public display. By 
integrating personal mobile devices in our scenario, we 
were able to distinguish actions performed by different 
users. To maximize the benefit of all users, sharing a single 
public display, we took into account the special interests of 
each user, which were determined by analyzing the 
interaction history within the museum, to automatically 
propose appropriate presentations for a particular group of 
users. In case, the users would not agree on a single topic, a 
formerly developed presentation planner was used, to 



generate presentations for heterogeneous user groups, 
making use of both private mobile devices and a public 
display. In a next step, we would like to refine our 
interaction model, so that the system will be able to find 
out topics, which were of special interest to the user (i.e. 
topics spanning several different exhibits), instead of 
simply relating to exhibits the user has visited prior to 
arriving at the Virtual Window. We also plan to improve 
the way, the characters encourage the users to 
communicate with each other, to further improve the 
overall museum experience. 
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